Exam 1: Unsupervised Learning (600.692)

Instructor: René Vidal

April 3, 2017

1. Model Selection for PCA. Assume you are given a matrix X € RP*Y whose columns lie approximately in a
low-dimensional subspace of unknown dimension d < D. Let X = UxXx V; be the SVD of X. You would
like to approximate X by a low-rank matrix A € RP*¥ and you consider the following optimization problem

min - [|X — A% + 7l A]Z, (1)
where 7 > 0 is a fixed parameter.

(a) (15 points) Let A = Uy¥ 4 VAT be the SVD of A. Show that an optimal solution for U 4 and V4 with X 4
held constant is given by Uy = Ux and V4 = Vx.

Solution: If ¥ 4 is constant, so is ||A||+ = o(A) "1, where 0(A) € RP is the vector of singular values of
A. Thus the problem reduces to minimizing the first term of the objective with respect to U4 and V4 only,
ie.,

in | X —Al|%2= min [|[UxSxVy —UaSaV, |2
UIE,I%/]AH 1% UI?}‘I/lA\l xExVx —UaXaVy &

= Umi‘r} |Zx —UxUaXaV,4 Vx|% (Frobenius norm is invariant under rotation)
A,VA

= min|Sx — US4V |7 UxUa=UViVa=V)

Iin IZx 7 —2(Ex, USAV ) + |[USAVT |7

s

= I[Ijll‘£1 1Zx )% = 2(8x,USAVT) +|Zal% (U, V are orthogonal matrices)

s

= HUla‘;{<E x,USAVT)  (omitting constant terms w.r.t. U and V)

Now, using Von Neumann’s theorem we have that (Xx, UX 4V ) < Z?l:iIf(D’N) 0;(X)o;(A), where
0;(X) and 0;(A), i = 1,2,..., are the singular values of X and A, respectively, and that equality occurs
(i.e., the maximum with respect to U and V is achieved) when U = T and V =1, i.e.,

U=I1V=1 = UgUs=IViVa=1 = Uy =Ux,Va=Vx.

(b) (35 points) Let 54(X) be the average of the top d singular values of X, where d is the largest integer such
that o4(X) > %5(1 (X). Show that an optimal solution for A is:

d
1+ 7d

A=UxS,(Zx)Vy  where = Ga(X) 2)

and S, (Y) = argmin £||Y — A||% + ul|Al|; is the shrinkage thresholding operator.

Hint: Show that an optimal solution for ¥ 4 satisfies (I; + 711 7)o (A) = 0y.4(X), where 0(A) € R? is

the vector of singular values of A (similarly for X). Show also that (I; +7117)™" = (I — ;557117).



Solution #1: Let us first show that for any d, (I; +7117)~! = (I; — —==-11T), which is equivalent to

1+7d
showing that (I + 7117)(I; — =55117) = I. We have

2
T T T
IT+7117)(I - 1)y =71- 11" +711" - ——117117
(I+7 ) 1+7d ) 1+7d T 1+7d
T 2d
=71- 117 +7117 — 117
1+ 7d T 1+7d
T dr?
=71- —r4+—)117
(1+7'd Tt )
=1 (This shows one of the hints).

Now, following the results from part (a) we have that

in || X — Al? Al2 = min |Zx — Za4l? YAl2 = mi X) — (A A)|]?
Enjlgoll %+ TIAll% Erglznoll x = ZallE +7lZall g?jﬁgo”“( ) —a(A)5 +Tllo(A)]

= win S (o:(X) —ai(A))2+T(ZUi(A))2.

c(A)>0 Z

For k = 1,..., K = min(D, N), let A\, > 0 be the KKT multiplier for the constraint o1 (A) > 0. The
KKT conditions are given by

K
Vk=1,...K, A >0,04(A) > 0,Aor(A) = 0,2(0k(A) — ox(X)) + 27 Y 03(A) — A = 0.
i=1
Letd = |{k : 0;(A) > 0}| be the number of nonzero o, (A). For k = 1,...,d we have \;, = 0, hence

d
ox(A) + 7 Z 0i(A) = op(X) = I+ 7117)0(A) = 01.4(X) (This shows one of the hints)
i=1

T

- O’(A) = (Id — 1 +Td11T)O'1:d(X)
- d
— op(A) = op(X) — 1+7d20i(X) — Y4 =38.(Ex).

i=1

Therefore, d is the largest integer such that o (X) > 77— Z?Zl o;(X) forall k = 1,...,d. Since the
sequence o (X) is non increasing, so is the sequence o (A), and hence d is the largest integer such that
oa(X) > 17 Z:.izl o;(X). Note that such an integer exists since for d=1 we have 1 (X) > 701 (X).
On the other hand, for k =d + 1,..., K we have that A,y > 0, because

/\k d d Td d
5= T;m(A) — o (X) ZT(;Ui(X) T 1id 2 Uz‘(X)) — ok(X)

d
.
= 1+TdZUi(X) —or(X) > 0.
i=1

Therefore, the optimal solution for the optimization problem is given by

A=Us¥4V,] =UxS,.(Zx)Vy . (3)

Solution #2: Recall that if A = UXV T is the rank r compact SVD of A, then 9||A, = UV + W,
where U € RP*7 V€ RV*" and W € RP*N are such that UTW = 0, WV = 0 and ||[W|, < 1.
Let us decompose the SVD of X as Ux = [U; Us], Vx = [V4 V2] and ¥ x = diag(X,¥3), where
U, € RDXT, U, € RDX(Dfr)’ Y, e R™XT Y, € R(Dfr)X(Nfr)’ Ve RNXT and Vs € RNX(Nfr)’ SO



that X = U134 VlT + UQEQVQT. Since the objective function is strictly convex, the global minimizer is
unique and must satisfy

A—X +7|AlL0IA]l. 20 < A+ 7||A|.0] Al > X. @)

To find the global minimizer, we must find (U, X, V, W) such that U TW = 0, WV = 0,

W2 < 1and

USVT + 7|2 (USVT + W) = X
UE+ 7S L)V +7|SW = US| + Ua Vs

A candidate solution is U = Uy, ¥ + 7||2||I, = X1, V = V4, and 7| S|, W = Uy X5V, from which

we have
IS + 718 er = 181 = 1S = 20— 5w Ty,
1+7r 1+7r
UQEQ‘/QT U222‘/2T UT+1(X) T
W = = 14+7r) = |[|[Wllo=——14+1m) <1 = 0,11(X) < Y1«-
R S R ) = Wl = T ) M) < IS
For this solution, the objective function reduces to the following function of r
12213
14 = X1l + 7IAIE = T ISI2ABI2 + Spgys) + T = w102 + 2] + 712
72 T
_ ) 4 N 2 ) 2
(1+T?")2” 1||*+1+T’f‘|| 1H*+” 2”*3

which is minimized by the largest possible integer d such that o04(X) > 7 [1Z1 /1« = 197 Zle oi(X) =
. Such an integer exists, since for d = 1 we have o1(X) > 1+iTal(X).
Therefore, the optimal solution for the optimization problem is given by

A=UXVT =U(D) — pul)Vy" = UxS,.(Ex)Vy (5)

(c) (5 points) What is the estimate of the subspace dimension given by the above model selection approach?
What is the estimate when 7 — 00?

Solution: The estimate of the subspace dimension is the number of singular values of X that are bigger
than or equal to u = %cﬁl(X). When 7 — o0, d = 0 because the condition o1 (X) > 17-01(X) is no
longer valid.

(d) (5 points) Discuss the advantages of this model selection approach versus the one discussed in class
. 1 2
min || X — AllF + 7] Al (6)

where an optimal solution is given by A = Ux S, (X x)Vy . Hint: consider the case 7 — oc.

Solution: The approach discussed in class uses a fixed threshold to estimate the dimension, which is
independent on scalings of the data. The approach proposed here has the advantage that it uses a data-
dependent threshold that is adapted to scalings of the data, which may facilitate tuning the 7 parameter.

2. PCA with missing entries and outliers. Let Ly € R”*Y be a low-rank matrix, i.e., rank(Lg) < min{D, N}.
Let By € RPXN be a sparse matrix, i.e., its number of nonzero entries is || Eg||o < N D. Suppose you are given
a subset of the entries of X = Lo + Ey € RP*¥ indexed by aset Q C {1,...,D} x {1,..., N}. To recover
Ly and Ej you consider the optimization problem, where 7 > 0 and A > 0 are fixed parameters:

1 A
min - |[L|% + 7Ll + SIE[E + AT|ElL suchthat Po(X) = Pa(L + E). (7)

)



(a) (30 points) Write down the Lagrangian for this problem and use it to give a detailed derivation of the
following (dual ascent) algorithm for solving the above problem

Lk-‘rl _ DT(Zk) (8)
EM =8.(Z%/)) ©)
ZMY = 78 4§, Po(X — LM — ERHL), (10)

where S;(Y) = argminy 1(|Y — A||% + 7||Al|; is the shrinkage thresholding operator, D,(Y) =
argmin  ||Y — A||% + 7||A|. is the singular value thresholding operator, Z € RP* is the matrix
of Lagrange multipliers initialized as Z° = 0, and d;, > 0 is a sequence of real numbers.

Solution: The Lagrangian is formulated as
1 A
L(LE,Z) = SILIE + 7Ll + SIEF + ATl ElL + (2, Po(X) = Pa(L + E)).

Solving for L with E' and Z fixed we obtain

. !
min £(L, E, Z) = min(S | L% + 7 L] = (2, Pa(L)))

!
min( || L||E + 7| Ll = (Po(2), L))

1
min( || L||E + 7| Ll — (Po(2), L))

.1
min(z[|Po(2) = LI + 7|IL]l. = [Pa(2)IIF)
.1
= min(5 [ Pa(2) - L7 + 7|IL]l.)
The solution to the above problem is given by L**! = miny £(L, E*, Z*) = D, (Po(Z*)) = D.(ZF)
(update only observed values)
Solving for E/ with L and Z fixed we obtain
A
min (L, B, Z) = win(5 | BlF + rA|E|1 = (Z, Po(E))
LA
= min(G[|El% + 7AIEL = (Pa(2), E))

.1 1
min( | Bl + 7] Bl - (5 Pa(2), E))

=
A
.11
— min(5 15 Pa(Z) - B} + 7Bl |1Pa(2)13)
101
— min(5 /15 Pa(2) - El% + 71 Ell)

The solution to the above problem is given by E**! = ming L(L*, E, Z%) = S, (5 Po(Z%)) = 8- (5 Z%)
(update only observed values)

The update of Z is given by gradient descent

OL(LF+L EF1 7))
o=

— Zk + 6kPQ(X _ Lk‘+1 _ Ek+1)

ZF = ZF 4 6,

(b) (10 points) What parameter should be increased to make L low rank and make E sparse? Can you guess
sufficient conditions on Ly and Ey under which L* = Ly and E* = E with overwhelming probability.

Solution: To make L low rank we should increase 7. To make E sparse we should increase A7. The
conditions for correct recovery should require L to be 7 incoherent w.r.t the set of sparse matrices and F,
should be sufficiently sparse.



